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ABSTRACT

An approach to field modeling of fire phenomena in enclosures is presented.
The conservation equations of mass, momentum and energy are calculated
with sufficient temporal and spatial resolution to yield a truly three-dimen-
sional, dynamic picture of the fire plume and its surroundings. The large-
scale eddies are simulated directly and sub-grid scale motion is represented
by a constant eddy viscosity. Efficient flow solving techniques make it
possible to simulate fire scenarios using computational grids in excess of
a million cells on modern workstations. Several examples of the methodology
are presented. © 1998 Published by Elsevier Science Ltd. All rights reserved.

1 INTRODUCTION

In the past decade, field modeling of fire-related phenomena has increased
dramatically due in large part to the availability of powerful, reasonably
priced computers and the development of general purpose, easy to use soft-
ware packages. While this has been met with enthusiasm from the fire research
community, there is still considerable debate as to the direction of future
research in this area. A great emphasis has been placed on the development of
sophisticated grid generation algorithms and complex sub-models describing
radiation, species generation, flame spread, and so on. No doubt these are
important issues to consider, but the increased complexity of the models
due to the inclusion of all these features in most instances limits the spatial
resolution of the computational grid. Some insist that the use of turbulence
models compensates for the loss of resolution,! but as the variety of applica-
tions increases, it is unclear what the effects of the various turbulence para-
meters are on the solution, and indeed, what the solution actually represents.

* Author to whom correspondence should be addressed. Tel: 3019752712; Fax:
3019759647.
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Our approach to field modeling fire phenomena emphasizes high spatial
resolution and efficient flow solving techniques. The large-scale eddies that
govern the mixing of the gases are directly simulated on as fine a scale as the
underlying computational grid will allow. Sub-grid scale motion is idealized
by a constant eddy viscosity. This technique is a very simple type of ‘large
eddy simulation’, a phrase describing a class of turbulence models that were
originally developed by Smagorinsky? to study large-scale circulation in the
atmosphere. The idea is to distinguish large-scale motions that can be explicit-
ly resolved in the computation from those that are ‘sub-grid’ scale. These latter
motions are represented by an eddy viscosity whose length scale is tied to the
grid used in the calculations, and whose time scale is determined by the local
resolvable dissipation. This pioneering work led to a large literature in the
turbulence modeling community whose object is the development of improve-
ments to Smagorinsky’s treatment. It is worth noting, however, that few if any
of these models have been adopied by the meteorology community. In fact,
the systematic improvements in predictive capacity that have taken place over
the past 25 years have been due to two lines of research: the development of
sophisticated models of other atmospheric phenomena that are irrelevant in
the present context, and systematic improvements in spatial and temporal
resolution that are crucial to understanding the approach taken in this paper.
The critical issue, both in the prediction of atmospheric circulation and
fire-induced convection, is the ability to calculate the flow at high enough
spatial and temporal resolution. The criteria that must be satisfied are, of
course, very different for the two fields. A useful guide for fire-induced flows is
set out below. The range of length scales that must be left unresolved is much
smaller in any fire scenario than in meteorology. We have taken advantage of
this by simplifying the approach further and replacing the viscosity by a con-
stant. Thus, we are left with the Navier—Stokes equations as the mathematical
model on which the computations are based.

This approach has been fostered by the ever-increasing power of computers
and the development of faster numerical algorithms. To make the most of the
current generation workstations, we have focused our efforts on developing
relatively simple numerical algorithms to address the transport of combustion
products in single or multi-room enclosures, gridded uniformly in the hori-
zontal directions, with the option of variable gridding in the vertical direction.
Great efficiency is obtained by embedding the enclosures within either rectan-
gular or cylindrical domains, creating walls and doorways by masking off grid
cells. Because simulations involving over a million grid cells are not difficult,
fairly elaborate geometries can be considered without sacrificing spatial
resolution.

The transport of combustion products is calculated directly from an ap-
proximate form of the Navier—Stokes equations. This approximation involves
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the filtering out of acoustic waves while allowing for large variations in
temperature and density.®> Some refer to these equations as ‘weakly compress-
ible’ or ‘thermally expandable’. The terms emphasize the elliptic character of
the equations, consistent with low speed, thermal convective processes. The
fire itself is prescribed in a manner consistent with a mixture fraction-based
approach to combustion, but the combustion phenomena themselves are not
simulated. Lagrangian particles representing burning fuel are introduced into
the flow domain and collectively represent the fire. The section describing
these ‘thermal elements’ provides a mathematical justification for this proced-
ure based on the low Mach number equations for diffusion-controlled com-
bustion. The level of complexity involved in prescribing the burning history of
the fuel elements depends on the scenario of interest and the available spatial
resolution.

2 HYDRODYNAMIC MODEL

We consider a thermally expandable ideal gas driven by a prescribed heat
source. The motion of the fluid is governed by the equations written in a form
suitable for low Mach number applications:?

Op
L iV ou=0 |
5 TV opu (1)
du 1 2
Dibal i _ P _ =V
p(at+2l7|u| uxw>+l7p g G (2)
pcp(—é—t~+u VT)— T =q+V-kVT (3)
po(t) = pRT 4

Here, all symbols have their usual fluid dynamical meaning: p is the density,
u the velocity vector, @ the vorticity, p the pressure, g the gravity vector, ¢, the
constant pressure specific heat, T the temperature, k the thermal conductivity,
t the time, ¢ the prescribed volumetric heat release, Z the gas constant equal to
the difference of the specific heats £ = ¢, — ¢,, and o the standard stress
tensor for compressible fluids. Notice in the energy and state equations that
the spatially and temporally varying pressure has been replaced by an average
pressure po that depends only on time. This approximation is made to filter
out acoustic waves, and it is the reason that the equations are referred to as
weakly compressible.

The divergence of the flow V -u is a very important quantity in the analysis
to follow, and it is readily found by combining eqns (1) and (3) and using the
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equation of state, eqn (4),

ldpo _y—1 .
- —— = V-kVT
poF uto =TG4 5
where y = ¢, /c,. Integrating eqn (5) over the entire domain £ yields a consist-
ency condition for the background pressure pq(t)

5[ ora)of
e A S dv + kVTdS)— u-ds 6
y dt Y Qq 20 poan ©

where V is the volume of the enclosure. Equation (6) shows that the back-
ground pressure is increased by the addition of heat, and decreased by the net
volume outflow together with conductive heat losses at the boundaries.

The background pressure can be expressed in terms of a background tem-
perature Tg(t) and density pg(t)

Po = RpoTy M

These spatially averaged quantities play the same role that ambient condi-
tions do in the Boussinesq approximation. Perturbations to each are repre-
sented by the relations

T=ToA+T), p=p)(1+5) ®)
and po and pg are related through the adiabatic process
17y
Po Po
o[£ 9
- () )

Using these relationships allows the energy equation to be expressed in terms
of the perturbation temperature T and the divergence

oT o~ ~ 1 dpo

6t+u VT—(1+T)[V u-|—yp0 dt] (10)

The background pressure is found from eqn (6). Usually the background

quantities remain at their ambient values unless the enclosure is tightly sealed.
Next, we simplify the momentum equation. The pressure is composed of

three components, the background py(t), the hydrostatic, and a perturbation

to the hydrostatic p

p(r, 1) = po(t) — po(t)gz + B(r, 1) (11)

where z is the vertical spatial component. We subtract off the hydrostatic
pressure gradient from the momentum eqn (2), and then divide by the density
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du 1 1 1
‘—+—V|u|~—uxa)+~vp—p pog_ V-o (12)
ot p p p
To simplify this equation further, the density in the pressure term is assumed
ambient, and then the term [u|?/2 is combined with the perturbation pressure
p/po and written as a total pressure, #. The replacement of the local density
by its ambient value in the pressure gradient term implies that the vorticity
generation induced by buoyancy is much more important than that due to
baroclinic effects (i.e. the non-alignment of the pressure and density gradients).
This is simply a computationally convenient way of defining a buoyancy-
driven flow. While the assumption breaks down at scales small enough for
molecular diffusion to be an important process (as in individual flame sheets),

it is an excellent approximation of the computationally resolvable length
scales. Finally. if the coefficient of viscosity is assumed constant, the mo-
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mentum equation can be written

%—uxw+l7}f+ngv(%V(V'u)—wa) (13)
For most applications, the effective kinematic viscosity coefficient v represents
dissipation on length scales below the resolution limits of the calculation. The
effective Reynolds number is high enough to permit direct simulation of con-
vective motion over a spatial range of two orders of magnitude for a three-
dimensional calculation.

3 THERMAL ELEMENTS

The fire is represented by introducing a large number of Lagrangian elements
that release heat as they are convected about by the thermally induced mo-
tion. Since the fluid motion determines where the heat is actually released, and
the heat release determines the motion, the large-scale features of the coupling
between the fire and the smoke transport are retained. It should be noted,
however, that the heat release rate is not predicted, but is an input parameter
in the computer programs implementing this model. The smoke is simulated
by tracking the convected elements after the fuel burnout is completed.
A specified percentage of the fuel consumed is assumed to be converted to
smoke particulate. Thus, a knowledge of the spatial distribution of the
Lagrangian elements is equivalent to a specification of the smoke particulate
density at any instant of time.

The theoretical basis for the thermal element combustion model can be
readily deduced from the mixture fraction representation of an isolated fire
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plume. Denoting this quantity by Z(r, t), it is a solution to the equation:
0
p(awt u-V)Z:V-(pDVZ) (14)

The velocity vector u can always be decomposed into a solenoidal component
v and an irrotational component ¥ ¢. The solenoidal component is by defini-
tion divergence free, while the potential flow carries the expansion of the gas
induced by the combustion heat release. This follows from the mass conserva-
tion equation that can be written in the form:

<§t+u V>p+pl7 u=0 (15)

Since by hypothesis p = p(Z), combining eqns (14) and (15) with the velocity
decomposition described above yields the following equation for the potential
function:

P2p = 1/”)17 (pDV Z) (16)

Equation (16) clearly relates the potential flow to the mixture fraction and
hence the combustion heat release. The next step is the assumption that the
gasified fuel emerging from the condensed phase is rapidly broken up into
isolated deforming blobs of reacting fuel surrounded by air. The mechanism
controlling the break-up process is the local strain field generated by the fire.
Under this assumption, the fire is a large collection of objects described and
visualized by Baum et al.* In this view, each blob is carried along by the
large-scale motion and deformed by the local mixing that controls the com-
bustion process in the blob.

The potential associated with each fuel blob can be expressed in terms of
a modified mixture fraction F(Z)

[ir(2)D(2)dz
f6pDdzZ
The specific volume 1/p is assumed to be a piecewise linear function of the

mixture fraction on each side of the flame. Then two fuel-dependent constants
K. and K_ can be defined, one for each side of the flame. They are

F(Z) = (17)

d(1/p)

K. =—F ) pDAZ, (Z < Zy) (18)
daq !

K. = '—g—éﬁ) L pDdZ, (Z > Zy) (19)




Large eddy simulation of smoke movement 167

Here, Z; denotes the value of the mixture fraction at the flame sheet asso-
ciated with the individual bob. Note that fuel exists only where Z > Z;; and
oxidant only where Z < Z;,. The solution for ¢ can now be written as

¢=—K_F(Z)+ ¢u, (Z>Zy)

¢=+K,F(Z)+ ¢u, (Z<Zp) (20)
_ 1  (K++K.)
ou = E §dsf1 VF-ng —‘“*——lr . 20

The integral in eqn (21) is taken over the flame surface, with ng denoting the
outward pointing normal to the surface and r, a point on the flame.

The solution expressed by eqns (20) and (21) can be interpreted as follows.
Each fuel containing element is convected in a large-scale flow field described
by

u=v+)Vour—r,1) (22)

Here, the sum is over the far-field approximation to the expansion field
induced by all the blobs, while v denotes the composite solenoidal velocity
field. Writing @u(r — r,, t) out explicitly:

1
= m§d8“‘7}:'nﬂ (K+ + K_) (23)

¢H(r — Iy t)

The quantity r, is the centroid of the instantaneous surface of the flame sheet.
Note that this is the solution corresponding to a point source of volume gener-
ated by the combustion heat release.

The precise location of r, is irrelevant at scales much larger than the fuel
blob. The important quantity in eqn (23) is the integral that is proportional
to the heat release associated with the blob. The direct calculation of this
quantity would require the solution of the equations of motion including the
mixture fraction down to length scales small enough to capture the local
mixing and diffusion on the scale of the fuel element. This is not feasible at
present, since the active combustion zone of a fire is usually only a small
fraction of the space that must be included in any simulation. This leaves two
choices; either extract the equivalent information from a local model of the
combustion processes at the scale of the fuel element (see Baum et al.* for
a preliminary calculation along these lines) or obtain the information empiric-
ally. In the present paper, the latter procedure is followed. The heat release
rate ¢,(t) associated with the nth element is represented by a simple function
with a time scale determined from the plume correlations summarized by
Baum and McCaffrey.® The heat released from each individual particle is
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interpolated onto the computational grid, and the particles are advected by
the resulting flow field.

The heat release rate from each thermal element is reduced by a prescribed
fraction to account for radiative losses from the fire. At present, this radiation
is lost to the system. Clearly, in an enclosure fire it will make a contribution to
heating the enclosure boundaries. For problems in which this ‘conjugate heat
transfer’ is of interest, the effect on the fluid motion can be important. At the
present stage of model development, the wall temperature is either fixed at
ambient values (short-time simulations) or the wall is assumed to be adiabatic
(quasi-steady conditions). There is nothing inherent in the present approach
requiring either assumption, and it is anticipated that these restrictions will be
removed in the future.

4 NUMERICAL METHOD

The equations that are solved numerically are the energy eqn (10), the mo-
mentum egn (13), and a Poisson equation for the total pressure, obtained by
taking the divergence of eqn (13). The background pressure, temperature and
density are found from eqns (6), (7) and (9). Each of the conservation equations
emphasize the importance of the divergence and vorticity fields, as well as the
close relationship between the thermally expandable fluid equations® and the
Boussinesq equations for which the authors have developed highly efficient
solution procedures.®” All spatial derivatives are approximated by second-
order central differences and the flow variables are updated in time using an
explicit second-order Runge—Kutta scheme. The grid is taken to be uniform in
the horizontal directions, but is allowed to vary arbitrarily in the vertical
direction. Within each computational cell, vector components are evaluated at
the sides, scalar quantities at the center.

The equation for the total pressure # is an elliptic partial differential
equation of the form

oF -u

2 _
= ot

—V-F (24)

where the vector F represents the convective and diffusive terms of the
momentum equation. The linear algebraic system arising from the discretiza-
tion of eqn (24) has constant coefficients and can be solved to machine
accuracy by a fast, direct (i.e. non-iterative) method that utilizes fast Fourier
transforms. No-flux boundary conditions are specified by asserting that

oA

i — F, (25)
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at solid walls, where F, is the normal component of F at the wall. This equa-
tion asserts that the normal component of velocity at the wall does not change
with time, and indeed remains zero assuming the flow velocity is initially zero.
At open external boundaries it is assumed that the perturbation pressure is
known, but there are numerous other strategies for prescribing open bound-
ary conditions that will not be discussed here.®

Direct Poisson solvers are most efficient if the domain is a rectangular
region, although other geometries such as cylinders and spheres can be
handled almost as easily. For these solvers, the no-flux condition of eqn (25) is
simple to prescribe at external boundaries. However, many practical problems
involve more complicated geometries. For building fires, doors and windows
within multi-room enclosures are very important features of the simulations.
These elements may be included in the overall domain as masked grid cells,
but the no-flux condition of eqn (25) cannot be directly prescribed at the
boundaries of these blocked cells due to consistency issues. However, it is
possible to exploit the relatively small chariges in the pressure from one time
step to the next to enforce the no-flux condition. At the start of a time step, the
components of the convection/diffusion term F are computed at all cell faces
that do not correspond to walls. Then, at those cell faces that do, set

oA*
Fy= ==+ i, 26)

where F, is the normal component of F at the wall, and f is a relaxation factor
empirically determined to be about 0-8 divided by the time step. The asterisk
indicates the most recent value of the pressure. This modification only affects
the right-hand side of eqn (24); thus the Poisson solver does not have to be
modified to accommodate the internal blockages. Equation (26) asserts that
following the solution of the Poisson equation for the pressure, the normal
component of velocity u, will be driven closer to zero according to

Ou,
i Bu, 27

This is approximate because the true value of the velocity time derivat-
ive depends on the solution of the pressure equation, but since the most re-
cent estimate of pressure is used, the approximation is very good. Also, even
though there are small errors in normal velocity at solid surfaces, the diver-
gence of each blocked cell remains exactly zero for the duration of the
calculation, and the consistency condition of eqn (6) ensures global mass
conservation. In other words, the total flux into a given obstacle is always
identically zero, and the error in normal velocity is usually at least 3 or
4 orders of magnitude smaller than the characteristic flow velocity. When
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implemented as part of a predictor—corrector updating scheme, the no-flux
condition at solid surfaces is maintained remarkably well.

The speed and accuracy of this technique enable calculations on current
generation workstations which involve over a million computational cells,
yielding the spatial dynamic range of two orders of magnitude for a three-
dimensionali calculation. Presently, these computations require approximately
12 us per cell per time step on an IBM RS 6000/58H server, and use several
hundred megabytes of memory. The large memory requirement is not a prob-
lem, since memory is now relatively inexpensive. With this speed, computa-
tions involving over a million grid cells can be done in about 24 h. Simulations
with only tens of thousands of grid cells (usually the limit of most commercial
packages) can be done in less than 1 h.

5 RESULTS

Before presenting specific results, it is important to understand what length
scales must be resolved in order to have a true predictive capability. For a fire
plume, the characteristic length scale is related to the total heat release rate
O by the relation®

Q >2/5
.
o RN

Careful comparisons with plume correlations indicate that adequate resolu-
tion is achieved when this characteristic length D* is spanned by roughly ten
computational cells. Indeed, if the equations of motion are normalized using

D* as the length scale and . /¢gD* as the velocity scale, the resulting equations
would contain only a Reynolds number as a parameter. Thus, the large scale
structure that is controlled by the inviscid terms can be completely described
in terms of D*. At the other end of the spectrum of length scales, it is obviously
necessary to capture the largest geometrical features needed to define the
enclosure fire scenario. Given current computing capability, the number of
cells that can be incorporated in a given simulation is in the range of one to
two million. Thus, the plume and enclosure scales must be roughly within an
order of magnitude of each other. This implies that large fires can be studied
using the present methodology in either small or large spaces, but small fires
must be studied in proportionately small domains if the important features of
the plume are to be captured. Given the rapid growth rate of computer power,
these estimates can be expected to change substantially over the next four years.

With these ideas in mind, four examples illustrating the present capabilities
of the approach outlined are presented. First, an isolated pool fire simulated
with the use of thermal elements is shown in Fig. 1. The figure depicts a 25 cm

(28)

1
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Fig. 1. A simulation of a buoyant diffusion flame, showing the three major zones of the fire: the
continuous flame, intermittent and plume regions.
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Fig. 2. A comparison of the instantaneous centerline velocity and temperature of a 45 kW pool
fire with the correlation of Baum and McCaffrey.

by 25 cm pool fire with a 45 kW heat release rate. The domain simulated is
1-5m on a side and 3 m in height. A computational mesh of 96 x 96 x 96 cells
is employed with the grid cells gradually stretched in the vertical direction.
Three temperature contours are shown that correspond to the boundaries of
the continuous flame, intermittent flame, and plume zones as defined in Baum
and McCaffrey.® Figure 1 is an instantaneous snapshot of the fire, and
centerline profiles of the vertical velocity and temperature are shown in Fig. 2,
along with the correlation of Baum and McCaffrey. Of course, the correlation
represents time-averaged quantities, so a more appropriate comparison is
shown in Fig. 3, where now the results of the calculation are time-averaged as
well. The agreement is remarkably good, owing to the fact that the bulk of the
convective mixing has been captured directly. There are no empirical para-
meters in the calculation. Indeed, the fact that the results of the simulation can
be averaged in a routine way while the equations of fluid mechanics cannot is
the basis of the whole approach presented here.
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Fig. 3. A comparison of the time-averaged centerline velocity and temperature of a 45 kW pool
fire with the correlation of Baum and McCaflrey.

The next three calculations are of enclosure fire scenarios. First, a simula-
tion of an enclosure fire experiment conducted by Steckler e al.®-'® shows that
reasonably good agreement with experimental results can be obtained at the
levels of spatial resolution achievable with current CFD techniques and
computer facilities. The overall geometry of the Steckler experiments is shown
in Fig. 4. The grid used was made up of 160 x 96 x 72 cells roughly 3 cm on
a side. The velocity vectors displayed in the vertical center plane after the flow
has reached an apparent steady state are also shown. In addition to giving
some idea of the overall flow pattern they give an indication of the spatial
resolution achieved in the computation. The wireframe doorway velocity plot
shows the characteristic orifice profile, with the maximum speed near the jet
edge. This plot is remarkably similar to that given in Fig. 5 of Baum et al *
where the experimental profiles are displayed. A quantitative comparison
between theory and experiment is shown in Fig. 5, where time-averaged
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Fig. 4. Geometry of Steckler et al. experiment, showing the velocity vectors along a slice down
the centerline of the configuration. Shown at the right is the velocity profile in the doorway.

doorway centerline velocity and temperature profiles are displayed. There are
no adjustable parameters in the model, so the relatively good agreement
between the measured and calculated results is an indicator of the predictive
capability of the present approach.
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Fig. 5. Comparison of experimental (circles) and simulation (lines) centerline temperature and
velocity profiles in the doorway of the Stecker experiment.
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It has been argued that such fine resolution for a simple enclosure fire
simulation is excessive. Indeed, the work of Kerrison et al.!® shows that
reasonably good agreement with Steckler’s data can be obtained using the
commercial CFD package FLOW3D on a grid of 8280 cells, distributed
non-uniformly throughout the domain, The cost of these calculations is
substantial, due in large part to the flexible nature of the grid structure and to
the iterative nature of the algorithm. The algorithm described above, on the
other hand, exploits the rectangular shape of most building geometries so that
calculations on grids of over a million cells can be performed in comparable
time to those performed by all-purpose codes using a few tens of thousands of
cells. Given the nearly 100-fold increase in grid cells and using the blocking
technique described above, it is possible to carve out regions of great geomet-
rical complexity out of a rectangular solid and still maintain the efficiency
of the algorithm. As a demonstration of this efficiency, a simulation of one
of Steckler’s experiments was performed using a uniform grid of 8640
cells. The transient calculation required about 20 CPU seconds per simulated
second, with each simulated second requiring about 75 time steps. This
calculation was performed on the IBM workstation described above,
and platforms of comparable power are now available for a few tens of
thousands of US dollars. There is also a more fundamental point to be
considered. Even a perfectly resolved computation employing the k—e or
similar models will only produce a solution of the model equations. What
relation such solutions have to time-averaged solutions of the Navier—Stokes
equations is an open question. The approach described here, on the other
hand, systematically captures more and more of the dynamic range contained
in the Navier—Stokes equations as the spatial and temporal resolution is
improved.

Next, experiments conducted in a much larger enclosure are simulated to
demonstrate that smoke movement in large spaces can be described with
reasonably high resolution., In November 1994, NIST conducted smoke
transport experiments in the FRI test facility in Japan. The building was 20 m
tall and 24 m on each side, with large vents near the floor and ceiling for
controlling the ventilation. A number of 1-2 m and 2 m pan fires with different
fuels were studied. One of the tests, a 2 m, 5 MW heptane fire, was simulated
using a spatial grid of 96 x 96 x 72 cells to cover the entire facility. Figure 6
presents a view of the structure and the fire plume. Unfortunately, the dy-
namics of the fire plume cannot be conveyed by the picture, but the
snapshot does show the bottleneck structure of the fire at one stage in the
cycle. These pulsations manifest themselves in the centerline temperature
traces. In the experiment, thermocouples were placed directly above the fire,
and temperatures recorded every second. Figure 7 shows the experimental and
simulated time histories of the temperature during the burn. The time traces
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Fig. 6. Snapshot of a S MW heptane pool fire simulation of the FRI experiments. The building
is 20 m high, and 24 m on each side. Three contours of temperature are shown, indicating
roughly the location of the fire, the smoke plume and the ceiling layer.

have not been averaged so as to indicate the large fluctuations that are
captured by the time-resolved calculations. Again, the explicit calculation of
the large-scale fluctuations distinguishes this approach from others that use
empirical models in averaged equations.

Finally, a study of smoke movement induced by a fire in a hypothetical
hotel unit demonstrates the level of geometrical complexity that can be
simulated at present. The smoke plume from a fire on top of a bed in an
idealized hotel room unit is shown in Fig. 8. The unit also contains a sofa to
the right of the bed, as well as a chest of drawers and a desk on the opposite
wall. A closet blocked off from the rest of the unit and a bathroom with open
doorway are to the left. Air heated 10°C above ambient enters the room at
25 cm/s through a duct on the lower right wall and is extracted on the upper
left wall above a closed door with a gap at the floor. The vents operate at fixed
outside pressures, so the inflow is reduced and outflow increased as the room
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Fig. 7. Comparison of experimental (dotted line) and simulated temperature (solid line) time
histories 9 m above a 5 MW heptane fire.

pressure rises due to the fire. The overall grid is composed of 192 x 96 x 64
4 cm?® cubes. The calculation simulates about one min of real time. These
computations required approximately 20 us per cell per time step on an IBM
RS 6000/58H server, and used 280 Mbytes of memory.

Fig. 8. Simulation of a hotel room fire, with ignition occurring on the bed. The dots represent
thermal elements that originate at the bed.
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6 CONCLUSIONS

The methodology and sample results presented in this paper are intended to
demonstrate that smoke movement caused by enclosure fires of practical
interest can be calculated with a rather high degree of accuracy with no
empirical inputs. Present capabilities permit fully three-dimensional simula-
tions on grids exceeding one million cells, permitting the resolution of length
scales that are two orders of magnitude down from the length of the enclosure.
Numerical simulations of small-scale and large-scale experiments have com-
pared favorably with experimental data and correlations. Since there are no
adjustable parameters in the model, the good agreement indicates the useful-
ness of the code as a predictive tool.
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